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News
Toyota to recall Prius hybrids over ABS software
See video, below
By Marilyn Williams
February 9, 2006 04:39 AM ET  Comments (6)  Recommend (15)
IDG News Service - Toyota plans to recall around 400,000 of its Prius hybrid cars to replace software that controls the antilock braking system (ABS), the auto maker said Tuesday.
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- atomic propositions: $\circ$, $\circ$, ...
- boolean combinators: $\neg \varphi$, $\varphi \lor \psi$, $\varphi \land \psi$, ...
- temporal modalities:

  - $X \varphi$
  - $\varphi \mathcal{U} \psi$
  - $\text{true} \mathcal{U} \varphi \equiv F \varphi$
  - $\neg F \neg \varphi \equiv G \varphi$
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Computation-Tree Logic (CTL)

- **atomic propositions:** .setFill, .setFill, ...
- **boolean combinators:** \( \neg \varphi \), \( \varphi \lor \psi \), \( \varphi \land \psi \), ...
- **temporal modalities:**
  - \( X \varphi \)
  - \( \varphi \mathrel{U} \psi \)
  - true \( \mathrel{U} \varphi \equiv F \varphi \)
  - \( \neg F \neg \varphi \equiv G \varphi \)

- **path quantifiers:**
  - \( E \varphi \)
  - \( A \varphi \)
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Examples of CTL formulas

In CTL, each temporal modality is in the immediate scope of a path quantifier.

\[ \text{EG}(\neg \bigcirc \land \text{EF}_p \bigcirc) \]  

there is a path along which \( \bigcirc \) is always reachable, but never reached
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Examples of CTL formulas

In CTL, each temporal modality is in the immediate scope of a path quantifier.

Theorem ([CE81,QS82])

CTL model checking is PTIME-complete.

[QS82] Queue, Sifakis. Specification and verification of concurrent systems in CESAR. SOP’82.
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Games on graphs

A **concurrent game on a graph** is made of
- a transition system;
- a set of **agents** (or **players**);
- a table indicating the transition to be taken given the actions of the players.

Turn-based games

A **turn-based game** is a game where only one agent plays at a time.
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**Strategies**

A strategy for a given player is a function telling what to play depending on what has happened previously.

**Example**

Strategy for player □:
alternately go to ⬜ and ⬜️.
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**Strategies**

A strategy for a given player is a function telling what to play depending on what has happened previously.

**Example**

Strategy for player □:
alternately go to ● and ○.
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\[ \langle A \rangle \varphi \] expresses that A has a strategy to enforce \( \varphi \).

Theorem ([AHK02])

*Model checking ATL is PTIME-complete.*
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consider the following strategy of Player $\bigcirc$: "always go to $\Box$";

$\langle \bigcirc \rangle G(\langle \Box \rangle F \bigcirc)$

consider the following strategy of Player $\bigcirc$: “always go to $\Box$; in the remaining tree, Player $\square$ can always enforce a visit to $\bigcirc$. 

\[ \langle \bigcirc \rangle \text{G}(\langle \Box \rangle \text{F}\bigcirc) \]
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Definition

$\text{ATL}_{sc}$ has two new strategy quantifiers: $\langle A \cdot \rangle \varphi$ and $\langle A \rangle \varphi$.

- $\langle A \cdot \rangle$ is similar to $\langle A \rangle$ but assigns the corresponding strategy to $A$ for evaluating $\varphi$;
- $\langle A \rangle$ drops the assigned strategies for $A$.
- $[A \cdot]$ is dual to $\langle A \cdot \rangle$:

  \[[A \cdot] \varphi \equiv \neg \langle A \cdot \rangle \neg \varphi\]

$[A \cdot] \varphi$ states that any strategy for $A$ has an outcome along which $\varphi$ holds.
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  \[
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- **Existence of Nash equilibria**:
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What $\text{ATL}_{sc}$ can express

- **Client-server interactions** for accessing a shared resource:
  \[
  \langle \cdot \text{Server} \cdot \rangle \ G \ \land \ \left( \bigwedge_{c \in \text{Clients}} \langle c \cdot \rangle F \ \text{access}_c \land \neg \bigwedge_{c \neq c'} \text{access}_c \land \text{access}_{c'} \right)
  \]

- **Existence of Nash equilibria**:
  \[
  \langle A_1, \ldots, A_n \rangle \ \land \ \left( \bigwedge_i (\langle A_i \cdot \rangle \varphi_{A_i} \Rightarrow \varphi_{A_i}) \right)
  \]

- **Existence of dominating strategy**:
  \[
  \langle A \cdot \rangle [B] (\neg \varphi \Rightarrow [A] \neg \varphi)
  \]
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Theorem

- $\text{ATL}_{sc}$ is strictly more expressive than $\text{ATL}$;
- The operator $\langle A \rangle$ does not add expressive power.

Proof

$\langle 1 \rangle (\langle 2 \rangle \ X a \land \langle 2 \rangle \ X b)$ is only true in the second game. But $\text{ATL}$ cannot distinguish between these two games.
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Tree-automata approach

A strategy is encoded as a labelling of the unwinding tree; we can mark outcomes corresponding to selected strategies; we can build a tree automaton accepting all trees that can be labelled with correct strategies.
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A strategy is encoded as a labelling of the unwinding tree;
We can mark outcomes corresponding to selected strategies;
We can build a tree automaton accepting all trees that can be labelled with correct strategies.
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**Theorem**

$\text{ATL}_{sc}$ **model checking** is **decidable** (k-EXPTIME-complete).

**Theorem**

$\text{ATL}_{sc}$ **satisfiability checking** is **undecidable**.

**Theorem**

$\text{ATL}_{sc}$ **satisfiability checking** is **decidable** when restricting to turn-based games.
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- incomplete information, randomised strategies.
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- **ATL** mainly expresses properties of zero-sum games;
- **ATL\(_{sc}\)** can mix collaboration and antagonism:
  - powerful logic to capture interesting properties;
  - high complexity.

Future directions

- **interesting** (expressive yet tractable) **fragments** of the logic;
- **practicable** algorithms.

- **incomplete information**, randomised strategies.