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Abstract— The verification of timed digital circuits is an block. So, the RTL description of a digital circuit cannot be
important issue. These circuits are composed by logical gas, ysed directly for timing verification.
each of them being associated with propagation delays. The 14 4o through these limitations, we propose to combine two
analysis of such circuits is necessary to identify criticalpath diff tvi f the behavi f ircuit -
and adjust the clock period of the circuit or to determine ifrerent views of the behavior ot a circult -
the stability period of input/ouput signals. These circuis are « afunctional view, described in RTL-synthesizable VHDL.

represented by a functional model described in VHDL and a This view is directly written by the designer (standard-

timing model associating propagation delays to each funaal cell approach), or has been abstracted from the transistor
block. This model is translated into timed automata formalism - ) .
description (full-custom design)

upon which classical simulation or model checking verificabn

can be performed. « atimed view, associating to each circuit’s element (either
This method rises two problems: 1) Propagation delays as- combinatorial or sequential) a set of propagation delays.

sociated to a gate depend on the transistor assembly and the These delays have been obtained by electrical simulation

manufacturer's technology. How do we associate propagatio of the transistor model of each circuit's element.

delays to a logical gate ? 2) How to automatically translate a . . .
VHDL functional description, combined with propagation delays, 1 N€S€ two views are merged into the timed automata formal-

into timed automata ? This paper addresses these two problesn ism [2], which is devoted to the modeling and analysis of
It presents a method automating the verification of VHDL de- discrete events systems whose functionality highly depemd
scriptions, augmented with interval bounded propagation elays, delays of actions. The obtained model can be used to perform
ggtg's”ed by electrical simulation of the transistor model  the  yin,0 simulations at RTL abstraction level, which speeds up
' simulation times.
I. INTRODUCTION Furthermore, timed automata formalism can be used to

o o N ) . formally prove some complex timed properties, such as the
Timing verification has been a critical factor in design flow,aximal response time of the system, or the stability period

because of. the complexity of modgrn chip. At transistorll,gv_eof input and output signaler a set of environment behaviors
the two main methods used to verify the timing charact@sstiyarying the input sequences and the delays between events. |
of a digital circuit are : electrical simulation [1] and stat -5 also give information on the margin of error of timing
timing analysis [10]. Electrical simulation gives very acaté characteristics and extract some timed parametric cdnttra
results. But, due to the complexity of the transistors medel The subsequent sections describe our verification flow. In
and the number of transistor elements, electrical simiati yhe second section an overview of the functional and timed
are very slow. Another drawback is that electrical simalai - gy¢raction engine is developed. Its output is translatédraat-

are based on simulation and patterns are necessary. S0,itffly into the formal model by a tool presented in section 3.
exhaustiveness of electrical simulation depends on thebBumThe section 4 concentrates on timed formal verificationiagpl
and the quality of the patterns used, and the result is ngtseveral circuits.

associated with an uncertainty margin. Static timing asialy

methods (STA) give the longest path in a reasonable exetutioll: FROM TRANSISTORLEVEL TO TIMING EXTRACTION

time. But, these methods do not take into account the corre-The problem of functional abstraction has been addressed

lation between signals. False paths have to be deleted freince several years. Two main approaches have been em-

the list of longest paths provided by STA tools, and must goyed.

found by the circuit designer manually. This step can take aThe pattern matching technique [15] consists of identifyin

lot of time. a known transistor structure inside the circuit’s desavipt
The alternative is to work at register-transfert level (RTLseen as a transistor network. Each transistor structureds t

using functional abstraction method [12]. Functional edxst up to a gate with a given functional and timing behavior.

tion method computes the functional description of the kloc The alternative approach relies on a formal abstraction

at RTL level from transistor level net list. The simulatiormethod. It consists of cutting the circuit into Channel Con-

performance is dramatically improved but this method igsected Components (CCC) [8]. Each CCC can be seen as

limited because it does not check the internal timings of tlee stand alone gate. The conduction conditions of paths that



connect the output of each CCC to Vdd or to Vss are then
analyzed resulting to the boolean expression of the gate.

Our approach is based on this later technique and does not
require a preliminary knowledge of the circuit. Althougreth
abstraction process may be more complex to set up and more
time consuming, from the timing analysis point of view this
method confers a great advantage to the abstracted déseript
It ensures that the abstraction’s result is an interconoectf
CCCs, each CCC being electrically isolated from the oth& and E inhibits this configuration. As a result, the overall
components. Thus, the timing characteristics of each C@u@opagation delay fromA to F will be overestimated.
can be evaluated independently. This step is called thegimi A more complex STG overcomes this inconvenient. In this

Fig. 1. Example of signal correlation

abstraction. model, each state represents a configuration of inputs. The
The timing abstraction involves a timing model and a timintfansition between two states that produces a change on the
characterization method. output is characterized. In counter part, the complexityng
o as2 for an N-input gate.
A. Timing model The complete STG is even more accurate with a higher

The timing model defines how the behavior of a gate ®mplexity. It takes into account not only the configuratidn
seen from the timing point of view. The paradigm of Stat@puts but also the state of the gate’s internal nodes thgt ma
Transition Graph (STG) can be used as a general modellsf charged or discharged.
the timing behavior. The concept is similar to [13] where In practice, the timing model and the number of propagation
a State Transition Graph for Power Estimation is presentetklays have a direct impact on the complexity of the timed
Here, each gate is abstracted as a set of states (graplesgrti@utomata. Hence, to reduce the expansion of these automata,
The transition between two states (a graph’s edge) thabighi we consider an intermediate STG where a state is coded as
a modification of the gate’s output state may be characigrize configuration of inputs, but where multiple input trarcsit$
from the timing point of view. For our concerns, the timingare excluded. Then, a functional analysis of signal cotiia
characteristics are reduced to the propagation delays éiomis applied to reduce the STG to those transitions that may
input to the output. effectively be produced in the circuit.

Various kinds of STGs with different level of complexity
and accuracy can be considered.

The simplest STG model is thgeneral inverter model Regardless of the type of STG, a method should be defined
The STG of each gate has only two states regardless of fRecompute the timing characteristics associated with each
number of its inputs. Each state represents an electrizal le€dge. Obviously, an accurate evaluation of the propagation
of the gate’s output. The transition from one state to thewothdelays requires the knowledge of the gate’s structure imser
is characterized by the propagation delay to the rising er t®f transistors. The wire that connects two gates has also a
falling edge of the output. Obviously, the input that proesic Significant effect on the delay. These two informations dthou
the transition of the output does not appear in this mode¢ preserved through the functional abstraction process. T
and the propagation delay should summarize all the differéipes of evaluation methods may be considered.
situations that may result to a rising or a falling transitiof A first approach consists in setting up a direct expression
the output. This can be done by attributing to a graph edgéthe propagation delay. This expression is derived from th
the maximal, the minimal or the average delay of the differefesolution of the set of differential equations that dentbie
transitions or an interval of propagation delay. In all tses, charge or the discharge of the gate’s output through a specifi
the ignorance of the source of transition affects the piesisf Path to Vdd or to Vss. Although this approach seems very
the global timing verification step. The maximal delay thghu attractive in terms of evaluation time, it shows a poor aacyr
the overall circuit may be overestimated whereas the mihimi& fact, the formal resolution of the differential equatson
delay tends to be underestimated. implies a drastic simplification of the gate’s structure,tio

Theinput-output STG, represents aN-input gate as a set Wire’s description as well as of the transistor's model.
of N independent graphs. Each graph describes the timinglhe second approach relies on the classic electrical simula
behavior of the output regarding the transition of a givetion. The propagation delays can be extracted from a SPICE
input. This model incorporates the knowledge of the sour&mulation of the gate as a stand alone circuit. The reseiftd t
of transition and offers a higher accuracy. Even though, th@ exhibit a high accuracy and the simulation time remains
configuration of the other inputs during the transition i§easonable. Nevertheless, slight differences can be wdxer
ignored. The lack of this information may introduce someompared to the delays extracted from a simulation of the
error in the global timing verification due to the functionaWhole circuit. The differences come from 3 factors.
correlation of signals within the circuit. Figure 1 illuates o The transition slope of the gate’s input is of the mere
this situation. Assuming that the worst configuration foe th importance. It should be as close as possible to the output
transition ofA to D is B=1 andC=0, the correlation between slope of the gate connected to the input.

B. Timing characterization method



« The absence of the gate connected to the output mgkéher rising or falling), and the propagation delay betwéhe
some coupling capacitance being neglected. input and output edges. From this table, one can easily @xtra
o The absence of the power grid and the IR-drop phenorimtervals bounding the propagation delay of each signalgee
ena tends to underestimate the delays. . .
C. Translation algorithm

The experience shows that error introduced by these factorsl_he timed analysis of combinatorial circuits with timed

is less than 5% compared to a global simulation of the circuit _

As a result, the functional and timing abstraction ste utomata has been proposed.by [14]. Th_e generic gate m(_)del
produces a VHDL description enclosing the functional asp roposeq by these authors.|s thg basis of our translat-|on
and a separate file describing the STG of each gate and H%%thod : a model for a combinatorial gate whose propagation
propagation delays elays are enclosed into a unique timed interval, whoseydela

' is inertial, emulates the propagation of every transacfion
propag y
I11. AUTOMATIC TRANSLATION OF TIMED VHDL INTO the VHDL sense) along each signal. With this model, asyn-
TIMED AUTOMATA chronous circuits composed of several gates are repraksente
This section introduces the timed automata formalisrfi> & product of timed automata, each transaction occurring

presents the VHDL subset and timing model we considél! @ signal being propagated f(_)r the evalgation of subs_equen
describes the translation algorithm and comment our mngelis'gnals' We propose th_e fO”(_)W'ng extensions and prov_ld_e an
choices. automated tool generating directly, from a VHDL descriptio

and a set of propagation delays, an input description fozrsgv
A. Basic model of Timed Automata model-checking tools, such as UPPAAL, HyTech, IMITATOR:

Roughly speaking, a timed automaton [2] is a finite stafe Propagation of VHDL transactions is costly : each time

automaton enriched wittsymbolic) clockghat evolve at the & signal is written (even if the value written is similar to
same uniform rate, and can be reset to zerstdeis a pair the current one), this induces the re-computation of values

(¢,v) where/ is alocation (or “control state”), and a clock to be written to subsequent signals. This extra-computatio

valuation. Each location is associated with a conjunction §1creases the complexity of the region's graph summing-up
linear constraints over clocks, callévariant A state (¢, v) the timed behaviors of the system, and it does not add useful

has adiscrete transition labelede, to (#,v') if v satisfies a information for_the functional pr_oper?i_es we are interesie.
constraint, callecguard, associated te, and v’ is obtained In our model,signal’'s edgesare identified and propagated to

from v by resetting certain clocks . The state(/,v) has a subsequent part of the circuits. Edge detection imposessbe
time transitionof durationt to (¢,+') if v/ = v +t and for all of extra variables to memorize the value of the sigbefore

¥ (0<t <1), v+t satisfies the invariant associatedto and after a writing action, however this simplifies further

The composition of two timed automata is obtained b§nalysis. _ _
synchronizing the actions labeling two (or more) transitio ® The circuits we consider have been manually designed and

on emission of a signal and simultaneous reception(s) of thé'® tuned for timing performance. In this context, a unique
same signal. inertial delay bound into one interval is a too coarse approx
The network of timed automata may be analyzed throu ation. We adopt thénertial and bi-bounded delay model
model-checking techniques : tools UPPAAL [11] or KRONOS€ delay distribution is not uniform but concentrates abu
[18] perform automatic verification of timed properties,- exWO Picks: one corresponding to tfialling edgeand the other

pressed in TCTL; tool IMITATOR [3] extracts constraints orPn€ 0 therising edge Management of two delays induces a
timing parameters ensuring a correct functioning. greater complexity of each timed automaton, but restrioes t
non-determinism of the model since actions’ firings are more

B. VHDL subset and Timing model constrained (moreover, for a given signal, the two intenaak

The VHDL programs we consider are Data Flow descrigiénerally thin but distant from each other). _
tions, made of concurrent assignments representing cambift YWe consider combinatoriaind sequential blocksn previ-
torial blocks and processes representing sequential elsméUs works ([14],[7]), sequential elements are not consider
(either latches, buffers or memory points). Each concurref aré supposed to be described at gate level ([9]) while
statement is responsible for the assignment of one sigrifl,this paper we represent its macroscopical behavior. The
representing the output of the corresponding combindtoria fransient behaviors reIatmg to stabilization phasqs glisatial
sequential block. The timing information are external te thelements are abstracted into the delay propagation. Theator
VHDL description : two timing intervals are assigned to eac@Stimation of these stabilization delays is the most diffisart
block, representing the propagation of an edge from an ingfttiming extraction as it concerns conflicting gates.
to the output;s! stands for the propagation of a rising edgérhe translation algorithm we propose is described below :

on the output and' for a falling one. 1) Identify and create global variables : for each VHDL
The timing part of the system is given in a external table ~ block (either combinatorial or sequential), assigning a

stating, for each output of a combinatorial or sequentiath) signals, create :

for each (valid) input configuration and input edge inducing o clock zg,

an output edge, the direction of the edge of the output signal « boolean variable;,



« synchronization labels’ ands!,
o delays bounds!, u[, I},ul.
2) For each concurrent assignment, assigning sighal
createT A(s) (cf. subsection IlI-C.1).
3) For each sequential process, assigning sighalreate
NTA(s) (cf. subsection IlI-C.2).

4) Instantiate delay parameters (cf. subsection 111-C.3).

5) Insert a timed automaton for the environment of the

circuit.

We obtain a network of timed automata whose timed traces
emulate the signal edges propagations along the combialator
and sequential elements of the circuit. The set of timed Fig. 2. Timed automaton associated with s1 assignment.
traces is complete : each potential execution of the cirisuit
represented by a timed trace in the timed automata network.

The set of timed trace over-approximates the set of exetsitio, . .
of the circuit : due to interval approximation, some timec’fi (¢) represents the boolean function (whose suppord)is

. . . atssigned tos. All guarded commands are evaluated as soon
traces may not correspond to real executions in the circuit. ;

as an edge on an element @foccurs : the guard evaluation

[

This case is reduced by using two intervals, distinguishing instantaneous. and if one is selected. savitheone. the
rising and falling edges, and being very thin. . ' .  Sayl T
corresponding command is performed. This latest congists i

1) Representation of a combinatorial blocEach combi- o - . :
natorial block, assigning a signalis represented by a uniqueevaluatmgfi (e), a_nd i Its evaluation differs.from .th.e current
value of s (stored in variabley,), an edge (either rising' or

timed automator’ A(s), composed of three statestable(s) tall 1 will b duced
rising(s)andfalling(s). In stable(s) the value ofs conforms to alling s7) will be produced.

the input configuration (even if this latest changes)ising(s) 1 hiS computation is represented by a psroductnoﬁ- 1
(resp.falling(s)), a new input configuration will induce a rising@utomata connected with auxiliary variablesy; representing

(resp. falling) edge oms, after a delays! in-between two the truth value of the corresponding g_uard. The system is
boundsi! and u! (resp.s! in-between two bounds! and COmposed of: automatal'A(g;), evaluation each guargf,
ul). Transitions betweerising(s) andfalling(s) may occur in PIUS One automatoi A(s) assignings.
case of two successive edges on input configurations ingucin The instantaneous evaluation of each gugrts represented
two opposite edges on the output, occurring before the outply @ distinct automatofi"A(g;), each of them being activated
for the first edge has stabilized. With this representatioy 0N each edge on each signakirit is composed of two states,
significant edges are computed and passed through subseq@@fesponding to the instantaneous value of the guardereith
gates, inducing the minimal computations. Fig. 2 presdms ttrue or false. The guard is evaluated each time an edge occurs
timed automaton associated with the combinatorial statem@®n one of its variable. Evaluation transitions are urgeneyt
assigning signaé1 <= i 1 and i 2. For a sake of readabil- do not let time elapse). For a given evaluation, among these
ity, synchronization labels have been omitted and tramrsiti » automata, only one may assign its variapfeto true.
are designed by letters. In the Figure, transition label@t w The assignment of signal is represented by another au-
< b > (resp< b >) refers to the occurrence of an edgéomatonT'A(s) (represented on Fig. 3; for readability, all
on one signal amongl, i 2, inducing a rising (resp falling) synchronization labels and transition guards have beeit-omi
edge ons1 when delayél1 (reSp-5i1) will have elapsed; the ted). Two states correspond to a stable output : sitiele(s)
combinatorial block enters into a computation state, wgiti corresponds to a case when at least one guard condition
for delay propagation elapsing (represented as stateiamtar evaluates to true (the register is open and any change on its
: x5, < ul,). Transition labeled with< a > (resp.< a/ >) input may induce a delayed writing on its output), while stat
refers to the production of the rising (resp. falling) edde c«lose(s)corresponds to the case when no condition evaluates to
s1 once the propagation delay has elapsed (representedras and the output is locked. As for combinatorial blockk, a
transition timed guard x4, > lll), Transition< ¢ > (resp. assignments producing a rising edge are merged into a unique
< ¢’ >) refers to the occurrence of an edge on an input signataterising(s), while all assignments producing a falling edge
while the gate is into a computation state, if the input edgwe merged into stafalling(s). This merge reduces the size of
induces a value change of the output. Other transitions refbe automaton, but induces the merging of the timing interva
to the occurrence of an input edge which does not induceaasociated with the assignments. The upper bounds of timing
change on the outpwl. interval are represented as state invariants, and one takedo

2) Representation of a sequential blod:sequential block the maximum of upper bounds &f (i) as the common state
can be viewed as a collection af exclusive guarded com- invariants forrising(s) (and the same for stat@lling(s)). In
mands, whose variables are input and internal signals inFa. 3, transitions< a > to < ¢’ > have a similar meaning as
set ¢, and assigning a value to signal For i € [l..n], on Fig. 2, when the process corresponds to an open register
guarded command is modeled by {g;] : s < f7(e), where (the output signal is stable and exactly one guard is true).




For each circuit, timed properties are expressed in timed
logic TCTL and checked using model-checker UPPAAL.
Timed properties refer to the instant of occurrence of ¢erta
signal's edges, considering other signals’ edges fulfilheo
assumptions. For instance, for circuit spsmall-3x2, onesd
property checked is :

AG(t>0ANt<2710=¢=0)A(t > 2718 =¢=1))

This property states that for any execution trace of the rhode
(i.e. for any propagation delay occurring between the dtfini
bounds for each gate), the output signakill eventually rise
from 0 to 1 betweer270 and278 time units and remains stable
afterwards. The verification of this property gives a guéead
interval for the response time of the circuit, assuming tiput
signals conform to the timing constraints induced by tha-env
Transitions< e >, < ¢’ >, < f’ > refer to the production of ronment automaton. This property was checked with various
output when the process was closed (no guard was true) ancagironments, fixing the clock shape and period, and thepsetu
input edge opened it (one guard, sgybecomes true). In this timings of input signals. In Env1, the setup timings are set t
case, an evaluation of the output value is necessary: Variafixed value(tserupy, = 108, tserups = 58, tsetupy = 48). The
v, will be assigned to the evaluation g¢f after a delays! property is satisfied within 10 mn and requires 100 MB of
(or 6, depending on whethef? evaluates to 1 or 0); if this memory. In Env2, the setup timings are free within bounded
assignment changes the valuewgf an edge (eithes' or s!) intervals (tsetupp € [81,108], tectups € [33,58], tsctupw €
will be produced and will propagate as a triggering event fg82, 48]). The property is also satisfied within 25 mn and
subsequent automata. Transitionsl >, < d’' >, < f > refer requires 800 MB of memory. For this circuit, functional
to the closing of the register. abstraction was performed in 14 s and timing extraction in

3) Addition of timing constraintsin this model, for each about 1 hour. These results show the complementarity ofttime
internal or output signak, delaysi], v}, I} andu! may be model checking results versus electrical simulation: doie t
either set to real values or left as parameters, dependirtigeonthe dense time model and delays modeled within bounded
subsequent analysis to be performed. Each timed automajig@rvals, we are able to compute safe uncertainty margins f
is deterministic in actions but not in delays (excepifi= u!, input signals and find the largest timed bounds of some atitic
andl} = u!, which is a common approximation). Howevergates of the circuits.
even in this case, the overall system may not be deternanisti

due to the simultaneous occurrence of concurrent signals. N our experiments, once the functional and timed model
is set, the translation into timed automata is straightéoy

IV. TIMED VERIFICATION OF COMBINATORIAL AND The distinction of propagation delays for rising and falin
SEQUENTIAL CIRCUITS edges of each signal, and the accurate modeling of edge

In this section, we present the timed verification we pe@€eneration induce a complexity in automata but drastically
formed on a set of digital circuits. Some of them are describéestricts the non-determinism of the whole system and gune
in the asynchronous design litterature and in these cages @tra non necessary computation. This explains the vglocit
functionality and timing were given by means of a logica®f the model-checking analysis. As a comparison, previous
circuit whose gates are associated with delays. Othergitirc attempts of timed model-checking of circuits were sucagssf
are transistor level descriptions of commercial produetgett  for smaller circuits: in [7], the authors analyze asynclmos
oped by STMicrolectronics: we had to abstract their funio Circuits up to 30 gates. They propose a significant improve-
behavior and extract the propagation delays of each atsttadnent for combinatorial circuits restricted to a unique edge
block, as described in Sec. II. on each input signal in [16], and analyze circuits up to 90

Table | presents some of the circuits we analyzed, a md#ates. Other authors ([9] propose to model sequential itsrcu
complete description can be found in [5]. The three firgt gate level, and perform parametric analysis to extrattar
ones are combinatorial circuits while the two last ones aR@ths symbolically. This approach gives very rich resultsi®
sequential. The columns of the table contain from left témited to very small portions of circuits (15 gates). Withro
right: circuit’'s name and reference paper (|f any), numbéﬁOde”ng choices, we are able to analyze sequential céreuit
of combinatorial statements and process in the VHDL codedntaining up to 100 combinatorial gates and 15 latches,
number of timed automata, clocks, variables, location asgpporting an environment with several edges on each input
transitions in the zone graph, translation time from VHDIsignal. This approach is helpful to analyze limited porsiaf
to UPPAAL, model-checking time with UPPAAL. circuit and is a complement to electrical simulation.

Fig. 3. Timed automata associated witfsequential assignment.



circuit's name #comb / process| #TA | #clocks | #var | VHDL2TA time | #locations | #transitions| MC time
D flip-flop [9] [4] 570 6 5 7 0.1 10 10 < 0.1s
half [7] 7170 9 7 9 0.1s 33 53 < 0.1s
sbuf-send-ctl [6] 1470 17 14 17 0.1s 80 108 < 0.2s
spsmall-blueb-Isv2 [17] 25/6 32 31 35 0.3s 248 338 < 0.3s
spsmall-3x2 62 /30 117 93 117 1mn - - 10mn
ABLE

FUNCTIONAL AND TIMING ANALYSIS OF SEVERAL CIRCUITS.

V. CONCLUSION logical level. In this approach, the most difficult task rénsa

We presented a methodology to perform accurate timifge determination of accurate timings, particularly thade
analysis of logical-gate level description of circuits.com- Sequential elements involving conflicting gates. More woak
bines timing evaluation of each gate and then timed affyj P& performed to enhance this step.
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