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And then...

- Programming (Forth, LISP, functional languages etc.)
- Computer algebra (Risch formal integration algorithm...)
- Proof theory / Semantics
- ...
ON THE GEOMETRY OF INTUITIONISTIC S4 PROOFS

JEAN GOUBAULT-LARRECQ AND ÉRIC GOUBAULT

(communicated by Gunnar Carlsson)

Abstract

The Curry-Howard correspondence between formulas and types, proofs and programs, proof simplification and program execution, also holds for intuitionistic modal logic S4. It turns out that the S4 modalities translate as a monoidal comonad on the space of proofs, giving rise to a canonical augmented simplicial structure. We study the geometry of these augmented simplicial sets, showing that each type gives rise to an augmented simplicial set which is a disjoint sum of nerves of finite lattices of points, plus isolated (−1)-dimensional subcomplexes. As an application, we give semantics of modal proofs (a.k.a., programs) in categories of augmented simplicial sets and of topological spaces, and prove a completeness result in the style of Friedman: if any two proofs have the same denotations in each augmented simplicial model, then they are convertible. This result rests both on the fine geometric structure of the constructed spaces of proofs and on properties of subcone categories—the categorical generalization of the notion of logical relations used in lambda-calculus.
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Abstract

The Curry-Howard correspondence between formulas and types, proofs and programs, proof simplification and program execution, also holds for intuitionistic modal logic S4. It turns out that the S4 modalities translate as a monoidal comonad on the space of proofs, giving rise to a canonical augmented simplicial structure. We study the geometry of these augmented simplicial sets, showing that each type gives rise to an augmented simplicial set which is a disjoint sum of nerves of finite lattices of points, plus isolated $(-1)$-dimensional subcomplexes. As an application, we give semantics of modal proofs (aka. programs) in categories of augmented simplicial sets and of topological spaces, and prove a completeness result in the style of Friedman: if any two proofs have the same denotations in each augmented simplicial model, then they are convertible. This result rests both on the fine geometric structure of the constructed spaces of proofs and on properties of subcone categories—the categorical generalization of the notion of logical relations used in lambda-calculus.
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And then...
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ON THE GEOMETRY OF INTUITIONISTIC S4 PROOFS
JEAN GOUBAULT-LARRECQ AND ÉRIC GOUBAULT

Abstract
The Curry-Howard correspondence between formulas and types, proofs and programs, proof simplification and program execution, also holds for intuitionistic modal logic S4. It turns out that the S4 modalities translate as a monoidal comonad on the space of proofs, giving rise to a canonical augmented simplicial structure. We study the geometry of these augmented simplicial sets, showing that each type gives rise to an augmented simplicial set which is a disjoint sum of nerves of finite lattices of points, plus isolated (-1)-dimensional subcomplexes. As an application, we give semantics of modal proofs (a.k.a., programs) in categories of augmented simplicial sets and of topological spaces, and prove a completeness result in the style of Friedman: if any two proofs have the same denotations in each augmented simplicial model, then they are convertible. This result rests both on the fine geometric structure of the constructed spaces of proofs and on properties of subcone categories—the categorical generalization of the notion of logical relations used in lambda-calculus.

and I hope more!
Contents of the talk

- A rush tour of geometric semantics of concurrent programs
- Combinatorics/algorithmics of trace spaces
- Applications:
  - Static analysis...well not enough time!
  - Protocol complexes of fault-tolerant distributed systems...maybe but do not count on it too much!
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A program

\[ P_b; x := 1; V_b; P_a; y := 2; V_a | P_a; y := 3; V_a \]

will be interpreted as a directed space:

- \( P_b . V_b . P_a . V_a \)

- \( P_a . V_a \)

- \( P_b . V_b . P_a . V_a | P_a . V_a \)

Forbidden regions
A **scheduling** is the homotopy class of a path.

We want to compute a *path in every scheduling*.

\[ P_b; x := 1; V_b; P_a; y := 2; V_a \mid P_a; y := 3; V_a \]

can be scheduled in three different ways:

- \( y := 3; x := 1; y := 2 \) → \((x, y) = (1, 2)\)
- \( x := 1; y := 3; y := 2 \) → \((x, y) = (1, 2)\)
- \( x := 1; y := 2; y := 3 \) → \((x, y) = (1, 3)\)
Examples of geometric semantics

To each program $p$ we associate a d-space $(H_p, b_p, e_p)$:

Examples of geometric semantics

\[ P_a \cdot V_a | P_a \cdot V_a | P_a \cdot V_a \]

(\( \kappa_a = 2 \))

\[ P_a \cdot V_a | P_a \cdot V_a | P_a \cdot V_a \]

(\( \kappa_a = 1 \))
Determining traces can be intricate!

Determining trace spaces

The trace space between two points $b$ and $e$ is the space of directed paths modulo reparameterization, suitably topologized...

To determine it (its connected components?), the main (naive?) idea is to extend the forbidden cubes downwards in various directions and look whether there is a path from $b$ to $e$.

By combining those information, we will be able to compute traces modulo homotopy.

The directions in which to extend the holes will be coded by boolean matrices $M$. 
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The index poset

\( M_{l,n} \): boolean matrices with \( l \) rows and \( n \) columns.

\( X_M \): space obtained by extending for every \((i, j)\) such that \( M(i, j) = 1\) the forbidden cube \( i \) downwards in every direction other than \( j \).
The index poset

\( \mathcal{M}_{l,n} \): boolean matrices with \( l \) rows and \( n \) columns.

\[ \begin{pmatrix}
1 & 0 \\
1 & 0
\end{pmatrix} \quad \text{alive} \]

\[ \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix} \quad \text{alive} \]

\[ \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix} \quad \text{dead} \]

\( \Psi : \mathcal{M}_{l,n} \to \{0, 1\} : \)

- \( \Psi(M) = 0 \) if there is a path \( b \to e \): \( M \) is alive
- \( \Psi(M) = 1 \) if there is no path \( b \to e \): \( M \) is dead
The index poset

\[ P_a \cdot V_a \cdot P_b \cdot V_b \quad | \quad P_a \cdot V_a \cdot P_b \cdot V_b \quad | \quad P_a \cdot V_a \cdot P_b \cdot V_b \]

\( \kappa_a = 2, \kappa_b = 2 \)

\[
\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

alive

\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

alive

\[
\begin{pmatrix}
0 & 0 & 1 \\
1 & 0 & 0
\end{pmatrix}
\]

alive

\[
\begin{pmatrix}
0 & 0 & 0 \\
1 & 1 & 1
\end{pmatrix}
\]

dead
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The index poset

Alive and dead?

Important matrices are

- the **dead poset** \( D(X) = \{ M \in \mathcal{M}^C_{l,n} \mid \Psi(M) = 1 \} \).
- the **index poset** \( C(X) = \{ M \in \mathcal{M}^R_{l,n} \mid \Psi(M) = 0 \} \) (the alive matrices).
- consider the entrywise ordering \((0 < 1)\) on matrices.

General results:

\[ D(X) \rightsquigarrow C(X) \rightsquigarrow \text{trace spaces, up to homotopy equivalence} \]

(hence at least homotopy classes of traces...)
**Proposition**

A matrix $M \in \mathcal{M}_{l,n}^C$ is in $D(X)$ iff it satisfies

$$\forall (i,j) \in [0 : l] \times [0 : n], \quad M(i,j) = 1 \Rightarrow x_j^i < \min_{i' \in R(M)} y_{i'}^j$$

where $R(M)$: indexes of non-null rows of $M$.

**Example**

$$M = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad x_1^0 = 1 < 2 = \min(y_1^0, y_1^1) \quad x_0^1 = 2 < 3 = \min(y_0^0, y_0^1)$$
**The index poset**

**Proposition**

A matrix $M$ is in $C(X)$ iff for every $N \in D(X)$, $N \not\leq M$.

**Remark**

$N \not\leq M$: there exists $(i, j)$ s.t. $N(i, j) = 1$ and $M(i, j) = 0$.

**Remark**

Since $C(X)$ is downward closed it will be enough to compute the set $C_{\max}(X)$ of maximal alive matrices.
$M \land N$: pointwise min of $M$ and $N$

**Definition**
Two matrices $M$ and $N$ are **connected** when $M \land N$ does not contain any null row.

**Proposition**
The connected components of $\mathcal{C}(X)$ are in bijection with homotopy classes of traces $b \rightarrow e$ in $X$. 

---
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Combinatorics of traces modulo homotopy

First dead matrix:

\[
\begin{array}{cccc}
 & & 0 & 0 \\
1 & & 1 & 0 \\
& 1 & & 0
\end{array}
\]
Second dead matrix:

\[ \begin{array}{c}
\downarrow_{t_1} \\
0 \\
1
\end{array} \xrightarrow{t_0} \begin{array}{c}
0--0 \\
1--1
\end{array} \]
Combinatorics of traces modulo homotopy

Third and last (minimal) dead matrix:

\[
\begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}
\]
First (maximal) alive matrix:
Second alive matrix:

\[ \begin{array}{c|c|c}
\hline
1 & 0 \\
\hline
0 & 1 \\
\hline
\end{array} \]
Combinatorics of traces modulo homotopy

Third (and last) maximal alive matrix:

\[
\begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}
\]
**Combinatorics**

**Hypergraph transversal**

- An hypergraph $H = (V, E)$ consists of a set $V$ of vertices and a set $E$ of edges, where an edge is a subset of $V$.
- A transversal $T$ of $H$ is a subset of $V$ such that $T \cap e \neq \emptyset$ for every edge $e \in E$.

$D(X) \Rightarrow$ hypergraph $H$:

- vertices: $[0 : l] \times [0 : n]$
- hyperedges: $\{(i, j) \mid D(i, j) = 1\}$ ($D$ is a matrix in $D(X)$)

The sets $\{(i, j) \mid M(i, j) = 0\}$, where $M$ is a maximal matrix of $C(X)$, correspond to minimal transversals/hitting sets (wrt inclusion order) of $H$.
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Minimal transversal hypergraph

...is itself an hypergraph (same vertices, but hitting sets as hyper-edges):

\[ M_2 \quad M_3 \quad M_1 \]

\[
\begin{pmatrix}
1 & 0 \\
1 & 0 \\
\end{pmatrix}
\quad
\begin{pmatrix}
0 & 1 \\
0 & 1 \\
\end{pmatrix}
\quad
\begin{pmatrix}
0 & 1 \\
1 & 0 \\
\end{pmatrix}
\]

and they are all disconnected.
(linked with Herlihy/Rajsbaum protocol complex...)
Recent algorithmical advances in algorithmics of hypergraph transversals (although NP-complete...)

- Link SAT/hypergraph transversals...

- Refined algorithmics

- Lots of experimentations to do...
Recent algorithmical advances in algorithmics of hypergraph transversals (although NP-complete...)
- Link SAT/hypergraph transversals...

(¬x₁ ∨ ¬x₄) ∧ (¬x₃ ∨ ¬x₄)

- Refined algorithmics
- lots of experimentations to do...
Recent algorithmical advances in algorithmics of hypergraph transversals (although NP-complete...)

- Link SAT/hypergraph transversals...

\[
(\neg x_1 \lor \neg x_4) \land (\neg x_1 \lor \neg x_2) \land (\neg x_1 \lor \neg x_2)
\]

- Refined algorithmics
- lots of experimentations to do...
A prod-simplicial space is just a space made up of simplices, and products of simplices, glued together along their faces (natural generalization of cubical and simplicial sets)
A prod-simplicial space is just a space made up of simplices, and products of simplices, glued together along their faces (natural generalization of cubical and simplicial sets)

Example:
Each matrix of $\mathcal{C}$ represents a prod-simplex, product of one $n$-simplex per line, $n=$ number of 1 per line minus 1...

Recall:

\[
M_3 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]

product of 2 0-simplices $= \text{point!}$
Each matrix of $C$ represents a prod-simplex, product of one $n$-simplex per line, $n=$ number of 1 per line minus 1...

- $\mathcal{D}(X)(0, 1) = \{(111)\}$
- $\mathcal{C}(X)(0, 1) = \{(110), (101), (011)\}$
Each matrix of $C$ represents a prod-simplex, product of one $n$-simplex per line, $n=$number of 1 per line minus 1...

$C(X)(0, 1) = \{(110), (101), (011)\}$

and common faces are meet of matrices
Each matrix of $C$ represents a prod-simplex, product of one $n$-simplex per line, \( n = \) number of 1 per line minus 1...

- $C(X)(0, 1) = \{(110), (101), (011)\}$
- connected, not simply-connected (reflecting the fact that $\pi_2(X) = \mathbb{Z}$)
A more intricate example

\[ D(X)(0, 1) = \left\{ \begin{pmatrix} 1 & 1 & 1 \\ 0 & 0 & 0 \end{pmatrix} \right\}, \]

\[ C(X)(0, 1) = \left\{ \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix}, \ldots \right\} \]
A more intricate example

\[ C(X)(0, 1) = \left\{ \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix}, \ldots \right\} \]

(0 1 1) \( \begin{array}{c} \text{(0 1 1)} \\ \text{(1 0 1)} \\ \text{(1 1 0)} \end{array} \)

\( \times \)

(0 1 1) \( \begin{array}{c} \text{(0 1 1)} \\ \text{(1 0 1)} \\ \text{(1 1 0)} \end{array} \)
A more intricate example

\[ C(X)(0, 1) = \left\{ \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix}, \ldots \right\} \]

\( \pi_1 \) is \( \mathbb{Z} \times \mathbb{Z} \)
The transversal matroid:
- general notion of dependence
- \(\rightarrow\) combinatorics (Tutte polynomial)
The transversal matroid:
- general notion of dependence
- combinatorics (Tutte polynomial)

Generalization to looping programs (see ESOP 2012)

\[
\begin{pmatrix}
0 \\
t_0 \\
t_1
\end{pmatrix}^* 
\iff
\begin{cases}
M_0 \\
M_1
\end{cases}
\]

(linked to “generalized CFG” for static analysis)
Generalization to looping programs (see ESOP 2012)

The (1,1)-delooping:
Generalization to looping programs (see ESOP 2012)

\[
\begin{pmatrix}
  t_1 \\
t_0
\end{pmatrix}^* = \begin{pmatrix}
  0 \\
  1
\end{pmatrix} \Rightarrow \begin{pmatrix}
  0,1 \\
  1,0
\end{pmatrix}
\]

\[M_0 = \begin{pmatrix}
  0 & 1 \\
  1 & 0
\end{pmatrix} \quad M_1 = \begin{pmatrix}
  1 & 0 \\
  0 & 1
\end{pmatrix}\]
Generalization to looping programs (see ESOP 2012)

The (2,2)-delooping:
Generalization to looping programs (see ESOP 2012)

\[
\begin{pmatrix}
t_1 \\
0 \\
t_0
\end{pmatrix}^* = \begin{pmatrix}
0,1 \\
M_0 \\
1,0
\end{pmatrix}
\]

(plus some relations in fact...)

\[
\begin{pmatrix}
M_0 & ? \\
M_0 & M_1
\end{pmatrix} = (M_0 \ast_1 M_0) \ast_0 (M_1 \ast_1 ?) = (M_0 \ast_0 M_1) \ast_1 (M_0 \ast_0 ?)
\]

\[
\begin{pmatrix}
M_0 & ? \\
M_1 & M_1
\end{pmatrix} = (M_1 \ast_1 M_0) \ast_0 (M_1 \ast_1 ?)
\]
Just the beginning... on the theory side

- Generalization to looping programs (see ESOP 2012)

\[
\begin{pmatrix}
t_1 \\
t_0
\end{pmatrix}
\begin{pmatrix}
0 \\
t_0
\end{pmatrix}
\rightarrow
\begin{pmatrix}
0,1 \\
1,0
\end{pmatrix}
\]

\[
\begin{pmatrix}
M_0 \\
0
\end{pmatrix}
\rightarrow
\begin{pmatrix}
1 \\
M_1
\end{pmatrix}
\]

\[
\begin{pmatrix}
M_0 \\
M_0 \\
M_1
\end{pmatrix}
\begin{pmatrix}
? \\
M_0 \\
M_1
\end{pmatrix}
= \begin{pmatrix}
M_0 *_1 M_0 \\
M_0 *_0 M_1 \\
M_0 *_0 M_1
\end{pmatrix}
\begin{pmatrix}
? \\
M_1 \\
M_1
\end{pmatrix}
\]

\[
= (M_0 *_1 M_0) *_0 (M_1 *_1 ?) \\
= (M_0 *_0 M_1) *_1 (M_0 *_0 ?)
\]
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Generalization to looping programs (see ESOP 2012)

\[
\begin{pmatrix}
t_1 \\
t_0
\end{pmatrix}
\]

\[
\begin{pmatrix}
0 \\
t_0
\end{pmatrix}
\]

\[
\Rightarrow
\]

\[
\begin{pmatrix}
0,1 \\
M_0
\end{pmatrix}
\]

\[
\begin{pmatrix}
1,0 \\
M_1
\end{pmatrix}
\]

\[
\begin{pmatrix}
M_0 \\
M_0 \\
M_1
\end{pmatrix}
\]

\[
\begin{pmatrix}
M_0 \\
M_1 \\
M_1
\end{pmatrix}
\]

\[
(M_0 \ast_1 M_0) \ast_0 (M_1 \ast_1?)
\]

\[
(M_0 \ast_0 M_1) \ast_1 (M_0 \ast_0?)
\]

\[
(M_1 \ast_0 M_1) \ast_1 (M_0 \ast_0?)
\]

\[
(M_1 \ast_1 M_0) \ast_0 (M_1 \ast_1?)
\]
Generalization to looping programs (see ESOP 2012)

\[
\begin{pmatrix}
  t_1 \\
  t_0
\end{pmatrix}
\]

\[
\begin{pmatrix}
  0 \\
  t_0
\end{pmatrix}
\]

\[
0,1 \\
M_0 \rightarrow 0 \rightarrow M_1
\]

\[
\begin{pmatrix}
  M_0 \\
  M_0
\end{pmatrix}
\begin{pmatrix}
  ? \\
  M_1
\end{pmatrix}
\]

\[
(M_0 \ast_1 M_0) \ast_0 (M_1 \ast_1 ?) = (M_0 \ast_0 M_1) \ast_1 (M_0 \ast_0 ?)
\]

\[
(M_1 \ast_0 M_1) \ast_1 (M_0 \ast_0 ?) = (M_1 \ast_1 M_0) \ast_0 (M_1 \ast_1 ?)
\]
Thanks for your attention!

http://acat.lix.polytechnique.fr